
Cloud Storage With Red Hat Ceph
Storage  CL260 

Price
$4,000.00

Duration
5 Days

Delivery Methods
VILT,  Private Group

Build skills to manage hybrid cloud Red Hat Ceph Storage for medium
and cloud-scale enterprise applications and for Red Hat OpenStack
Platform. Cloud Storage with Red Hat Ceph Storage (CL260) is designed
for storage administrators and cloud operators who deploy Red Hat
Ceph Storage in a production data center environment or as a
component of a Red Hat OpenStack Platform infrastructure. Learn how
to deploy, manage, and scale a Ceph storage cluster to provide hybrid
storage resources, including Amazon S3 and OpenStack Swift-
compatible object storage, Ceph-native and iSCSI-based block storage,
and shared file storage. This course is based on Red Hat Ceph Storage
version 4.2.

Who Should Attend

This course is geared toward Windows system

administrators, network administrators, and other system

administrators who are interested in supplementing

current skills or backstopping other team members, in

addition to Linux system administrators who are

responsible for these tasks.

This course is intended for storage administrators and

cloud operators who want to learn how to deploy and

manage Red Hat Ceph Storage for use by servers in an

enterprise data center or within a Red Hat OpenStack

Platform environment.

Developers writing applications who use cloud-based

storage will learn the distinctions of various storage types

and client access methods.

Course Objectives

Deploy and manage a Red Hat Ceph Storage cluster

on commodity servers using Red Hat Ansible

Automation Platform.

Create, expand, and control access to storage pools

provided by the Ceph cluster.

Access Red Hat Ceph Storage from clients using

object, block, and file-based methods.

Analyze and tune Red Hat Ceph Storage

performance.

Integrate Red Hat OpenStack Platform image, object,

block, and file storage with a Red Hat Ceph Storage

cluster.

Agenda

1 - INTRODUCING RED HAT CEPH STORAGE
ARCHITECTURE

Describe Red Hat Ceph Storage architecture, including

data organization, distribution and client access methods.

2 - DEPLOYING RED HAT CEPH STORAGE

Deploy a new Red Hat Ceph Storage cluster and expand

the cluster capacity.

3 - CONFIGURING A RED HAT CEPH
STORAGE CLUSTER

Manage the Red Hat Ceph Storage configuration, including

the primary settings, the use of monitors, and the cluster

network layout.

4 - CREATING OBJECT STORAGE CLUSTER
COMPONENTS

Create and manage the components that comprise the

object storage cluster, including OSDs, pools, and the

cluster authorization method.

5 - CREATING AND CUSTOMIZING STORAGE
MAPS

Manage and adjust the CRUSH and OSD maps to optimize

data placement to meet the performance and redundancy

requirements of cloud applications.

6 - PROVIDING BLOCK STORAGE USING
RADOS BLOCK DEVICES

Configure Ceph to provide block storage for clients by

using RADOS block devices (RBDs).

7 - PROVIDING OBJECT STORAGE USING A
RADOS GATEWAY

Configure Ceph to provide object storage for clients by

using a RADOS Gateway (RGW).

8 - PROVIDING FILE STORAGE WITH CEPHFS

Configure Ceph to provide file storage for clients using the

Ceph File System (CephFS).

9 - MANAGING A RED HAT CEPH STORAGE
CLUSTER

Manage an operational Ceph cluster using tools to check

status, monitor services, and properly start and stop all or

part of the cluster. Perform cluster maintenance by

replacing or repairing cluster components, including

MONs, OSDs, and PGs.

10 - TUNING AND TROUBLESHOOTING RED
HAT CEPH STORAGE

Identify the key Ceph cluster performance metrics and use

them to tune and troubleshoot Ceph operations for

optimal performance.

11 - MANAGING RED HAT OPENSTACK
PLATFORM STORAGE WITH RED HAT CEPH
STORAGE

Manage an OpenStack infrastructure to use Red Hat Ceph

Storage to provide image, block, volume, object, and

shared file storage.

12 - COMPREHENSIVE REVIEW

Review tasks from Cloud Storage with Red Hat Ceph

Storage.

Upcoming Class Dates and Times

Click Here to View Course Online andClick Here to View Course Online and
EnrollEnroll

Apr 22, 23, 24, 25, 26
10:00 AM - 4:00 PM

$4,000.00

Jun 3, 4, 5, 6, 7
10:00 AM - 4:00 PM

$4,000.00

Jul 15, 16, 17, 18, 19
10:00 AM - 4:00 PM

$4,000.00

Aug 26, 27, 28, 29, 30
10:00 AM - 4:00 PM

$4,000.00

Oct 14, 15, 16, 17, 18
10:00 AM - 4:00 PM

$4,000.00

Dec 2, 3, 4, 5, 6
10:00 AM - 4:00 PM

$4,000.00
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